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Research

Machine Learning

Computational Intelligence and Decision Support System

Pattern Recognition

Artificial Intelligence — Smart Healthcare & Fintech

Technology Policy (Climate Change Issues and Energy Prediction)
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Artificial Intelligence

Machine Learning

Deep Learning A subset of Al that ANy technique that
enables computers

to mimic human
intelligence, using
logic, if-then rules,
decision trees, and
machine learning
(includingdeep
learning)

The subset of machine learning includes abstruse
composed of algorithms that permit statistical techniques

software to train itself to perform tasks, that enable machines
like speech and image recognition, by to improve at tasks
exposing multilayered neural networks to with experience. The
vast amounts of data. category includes
deep learning
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Problem Define?

Reasoning?

Knowledge Presentation?

Learning?

Problem Recognized !
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Can Robot really think?

"The New York Times" said: "The navy's computer displayed today
will be able to walk, talk, see and write in the future, be able to
copy itself, and be aware of its own existence."

Deep Blue can calculate the subsequent
possible development of 200 million chess
games every second, and compare it with the
record of 700,000 chess masters in the past.
It's not "really able to think".
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Turing Test

If @ machine can start a dialogue with humans (through telex
equipment) and cannot be identified as the machine, then the machine

is said to be intelligent.

The Turing test, originally called the imitation game by Alan Turing in
1950 is a test of a machine's ability to exhibit intelligent behaviour
equivalent to, or indistinguishable from, that of a human.
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How to Apply Big Data under the Uncertainty?

Practical Data in the Real World: Industrial Data - Medical Data -
Financial Data, and etc.

Uncertainty -> Risk
Analyzing, Mining or Prediction?
Statistics & Machine Learning

g
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By Statistics

Statistics

The branch of mathematics that transforms data into useful information for
decision makers.

Descriptive Statistics Inferential Statistics
Collecting, summarizing, Using data collected from a
presenting and analyzing data small group to draw conclusions

about a larger group
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- By Machine Learning

A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure B If its performance at
tasks in T, as measured by B improves with experience E. (Mitchell, 1997)

Machine Learning

The process of extracting patterns from data, which plays an important role in
discovering knowledge from data by machine learning algorithms



"*Manchestg

The Universi

MANCHESTER g8 UNIVERSITY OF
e P CAMBRIDGE

: :
i i

DEEP LEARNING | ALGORITHM | i LEARNING

_MACHINE. @

«&
OO0

ANALYZE

NEURAL
CLASSIFICATION NETWORKS AUTONOMUS



ty
er

The Universi
of Manchest

5 UNIVERSITY OF
4P CAMBRIDGE

MANCHESTER

Types of Machine Learning Algorithms

Supervised Learning
Unsupervised Learning
Semi-Supervised Learning
Reinforcement Learning

Transfer Learning
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Supervised Learning

Generates a function that maps inputs to desired outputs. In a
classification problem, the learner approximates a function mapping
a vector into classes by looking at input-output examples of the
target function

The Problem of Supervised Learning is divided into two types
A) Classification Problem | '
B) Regression Problem

Simply, we know the output ! S S R

o i i i i 5 i
020 A0 50 60 MO RO S0 100

Classification Regression
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Simply, we know the “label”.
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Regression Problem

The

C D

University

E

A B
165349.2 136897.8
162597.7 151377.59
153441.51 101145.55
144372.41 118671.85
142107.34 91391.77

131876.9 99814.71
134615.46 147198.87
130298.13 145530.06
120542.52 148718.95
123334.88 108679.17
101913.08 110594.11
100671.96 91790.61

R&D Spend Administration Marketing Spend State

471784.1 New York
443898.53 California
407934.54 Florida
383199.62 New York
366168.42 Florida
362861.36 New York
127716.82 California
323876.68 Florida
311613.29 New York
304981.62 California
229160.95 Florida
249744.55 California

Profit

192261.83
191792.06
191050.39
182901.99
166187.94
156991.12
156122.51

155752.6
152211.77
149759.96
146121.95

144259.4

Simply, we know the “output value”.
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Supervised Learning in ML

Input

LK
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Model It’s Apples
Annotations T

Theseare % 7 Prediction
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Unsupervised Learning

Different from supervised learning, unsupervised learning models a
set of inputs and seeks to summarize and explain key features of

the data, such as clustering
Clustering Problem

We don't know the output at all.
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Clustering Problem

Unlabelled Data Output _‘ -~ o \
—‘ \
- - Machine - '
' ' Learning Model ' '
l ' " a e
@ D
_ﬂj

Nigh. vy [raining é
W ‘ ciusters orme ]
based on similarity

We don’t have information of labels.
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Semi-supervised Learning

Combines both supervised learning (labelled training data) and
unsupervised learning (unlabeled training data) to generate an
appropriate function or classifier

Hybrid Learning Problem

| n.ﬂ..ﬁ.

Few 1 - Initial 2 - Classifying
A
labelled A ~, classifier unlabeled data with  Jilq 2ﬂﬁ 3- nle tri:lln the
data optimization the trained classifier classitier

(e.g., CSP+LDA) to label them

oo
O

Many
unlabeled G%D
Data ow
{acquired during use) o
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Reinforcement Learning

Learns to take action through the observation of the environment,
and which reinforces learning algorithms by the feedback given by
the impact in the environment

':l Agent ll

state reward action
S, R, k]

R [

5.1 | Environment ]-l

.

I
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DOG (Agent)

—_
State (Action)

Sitting Walk
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Transfer Learning

Transfer Learning is a research problem in ML that focuses on
storing knowledge gained while solving one problem and applying it
to a different but related problem.

Transfer Learning

Task 1

Knowledge transfer

Task 2
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E.g. ImageNet (E.g. Grouper Sound data)
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Flow chart recap for Types of Machine Learning

The University
of Manchester

Types of Machine
Learning

Reinforcement
Learning

Unsupervised
Learning

Clustering

Eg:
Biology

Supervised
Learning

Regression Classification

Eg:
Fraud Detection

Eg:
Gaming
Self driving cars

Eg:
Risk assessment
Price prediction

City Planning

Email Spam
detection
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Machine Learning Inference Model

Artificial Neural Networks (ANNS)
Bayesian Network

Decision Tree

Support Vector Machine

Fuzzy Systems
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NEURONS AND NEUROGLIAL CELLS

\ .I‘ J
7 N\ Oligodendrocytes
/ Myelin sheath

| T,

Microglia

'l Neuroﬁ
{
Dendrite T Synapse

Astrocytes
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The Mechanism of ANNs

o7 7
L AT
ﬁ:ﬁﬂ
hidden laver 1 hidden layer 2 hidden layer 3 /
imput layer
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__P(ANnB)
. P(ANE
Bayesian Law p4|B) = Lo ]L’?;I;(A) C P(BlA) = f:(:)}
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Pr(G, S, R)= Pr(G|S, R) Pr(S|R) Pr(R)
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Artificial Life

“Artificial life (also known as AL, A-Life, or Alife) is an interdisciplinary study
of life-like processes using a synthetic methodology”
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The strong alife - "life is a process which can be abstracted away
from any particular medium"

The weak alife - denies the possibility of generating a "living
process" outside of a chemical solution, and tries to understand the
underlying mechanics of biological phenomena.
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Conway'’s Game of Life

The universe of the Game of Life is an infinite 2-D orthogonal grid of
square cells, each cell with two states, alive or dead, or "populated”
or "unpopulated”

If live neighbours < 2, then dies. (underpopulation)
If live neighbours = 2, 3, then stay.
If live neighbours > 3, then dies. (overpopulation)

If a dead cell with three live neighbours, then becomes a live cell.
(reproduction)
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0. 287
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A Reward Policy of Game of Life

Each cell has 250 points energy initially.

If cell maintains or changes to “active” in the crowded state will
reduce 5 points energy.
Cells are activated in the non-crowded state will get 3 points energy.

Cells will reduce 1 point energy when it is “inactive”.

When the cell’s energy decreased to 0, it will change and still remain
dormant (means dead).
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Life-Form with Reward Policy
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Smart Healthcare Powered by Al

PRECISION MEDICINE — PERSONALIZED MEDICINE
MEDICAL IOT SYSTEM — MIOT SYSTEM

Host Device

Body Gateway

User IP Box : -
Doctor/User PC
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MEDICAL DATA TYPE

of Manchest

VALUE - BIOMETRIC MEASUREMENTS, BLOOD PRESSURE -
CHOLESTEROL ~ BLOOD SUGAR

SIGNAL — ELECTROCARDIOGRAM(ECG) ~
ELECTROENCEPHALOGRAPHY (EEG)

IMAGE —

A.IN VIVO: X-RAY ~ ULTRASOUND - COMPUTED
TOMOGRAPHY(CT) - MAGNETIC RESONANCE IMAGE(MRI)

B. IN VITRO: SKIN CANCER
TEXT - MEDICAL RECORD
OTHERS - VOICE
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RELEVANT CASES

1. Risk PREDICTION OF THYROID CANCER ON ULTRASOUND
2. RISK PREDICTION WITH PEDIATRIC ECHOCARDIOGRAPHY

3. FUNDUS PHOTOGRAPH-BASED DEEP LEARNING ALGORITHMS IN
DETECTING DIABETIC RETINOPATHY

4. GLAUCOMA DETECTION BY GENERATIVE NETWORK

5. ANALYSIS OF THE SEVERITY OF SLEEP APNEA BASED ON PSG
PHYSIOLOGICAL PARAMETERS
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51, Extracting the lesion boundaries of nodules

2. Extracting nodular lesion features
3. Predicting Malignant or Benign Classification of Thyroid Nodules Using Deep Learning

— —

T ——— . U
e -

\) f Sternocleidomastoid _ Sternohyoid muscle
\ muscle e

\ X : 2 - id ﬂ“‘sde
N / ’ AothyrO .
| L ¢ el

—————
-

¢ M Vel
Normal thyroid gland . ;s Fa ! ,'

_ Nodule _*

Thyroid with single nodule Thyroid with multiple nodules
(Multi-nodular goiter)

Ultrasound imaging of thyroid nodules
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TI-RADS
THYROID IMAGING REPORTING & DATA SYSTEM

e P

Taller-than-wide: 3 polnts Smooth: Hi-defined: Irregular: Lobulated: Extra-thyroid Exteasion:
0 Polnts 0 Paiats 2 Polats 2 Pelnts 3 Polnts
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sund bearn for width
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= Well defined, * Note the pasterioey
smooch, curvilineas disappearing margin  or sharp angles adjacent tissues. alignancy
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+ Canbeprescntin  » The

v besingle + Nodule will be scea 1o ?/ Not suspicious
+ Assign zero poinss if lofthe  of mul extend beyond the

border is difficult 1o nodule thyraid capsule No FNA
discern from thyroid

parenchyma L J

Mixed cystic and so Solid: 2 Peints

COMPOSITION
o \g:‘l!llln.:‘ Polats

Total
TIRADS
points

Mildly suspicious
FNAif 22.5cm
Follow if 2 1.5cm

Cystie: 0 Polnts Camposed predaminastly (>30%) of small cystic spaces Assign points for predomisans solid Entirely or nearly entirely sofl tissoe
Cystic or almast completely NB: Do not add further p for other catcgories. component with only & few tiny cystic spaces.
eystic nodale

ECHOGENICITY

Hypoechole: 2 Points Very Hypoechelc: 3 Polats

TR4
Moderately Suspicious
FNAif 2 1.5cm
Follow if 2 1cm

Aneshole: 0 Polnts Increased echogenicity Similar echogenicit
Applies 10 cystic or almost relative t the thyroid relative to the thy
complesely cystic sodules tissue tissue tissue

ECHOGENIC FOCI

Comet-tall artefacts: 0 Points

Decreased echogenicity Decreased echogenicity
relative to the thyroid e to the adjacent
wsculatare

Macrocalcifications: 1 Pelnt Peripheral Calelficaitions: 2 Polats

Punctate Calcifications: 3 Polats

)

TRS
Highly Suspicious
FNAif 2 1cm
Follow if 2 0.5cm
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Pictures recreated from radiopedia.org and statdx.com with creative commons licence
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INCORPORATION OF AN ML APPROACH WITH OBJECT DETECTION AND
DATA REPORTING SYSTEM TO IMPROVES THE DIAGNOSIS OF
RISK STRATIFICATION OF THYROID NODULES

() Training

pr— _p—

Pathology

%
FNA Aol
Patient " 9 @ to- Jj
— A '.Auto -Encoder

P
\ re-Processing o ML
Q-\ J > '—P. — —DT 1'?'1 0 Tralmng a:':iﬁ::t':‘?
J ' rain-Test}" &Valldatuon o
- Texture Data split \ Datasetsl
UltraSound £ \ Model
— X/ Deployment
> ;_I/ Test
Experience Based Dataset \

Risk Scoring

@ Inference
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2. RISK PREDICTION WITH PEDIATRIC ECHOCARDIOGRAPHY

PURPOSE: CALCULATE THE PRECISE LEFT VENTRICULAR EJECTION FRACTION(LVEF)

EJECTION FRACTION

—000s—g
\amount of blood
pumped out

amount of blood
in the chamber

Left auricle

Left ventricle

=

Right ventricle

CROSS-SECTION VIEW OF A HUMAN HEART Left ventricular ejection fraction (LVEF
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M-MODE ECHOCARDIOGRAPHY
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Transducer
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ventricle Ascending

aorta

Aortic

valve

‘ Left
.. J ventricle Left
F atrium
A ‘ Cherdae _ .
tendinae I.}asl.encrr . Anterior
mitral leaflet mitral leaflet

| 1 |
RV . o o o |
free wall——a 1]

Anterior

Ao wall

Ventricular
SEPLUM ————

’ \
Wﬂ' | ——8
d

Lv

posterior

Pericardium -"""
Chordae

tendinae
Source: Bijan Siassi, Shahab Moori, Ruben ). Acherman, and Pierre C. Wong: Practical Neenatal Echocardiography
Copyright © McGraw-Hill Education. All rights reserved,
https.//thoracickey.com/m-mode-echocardiography-and-2d-cardiac-measurements/

Schematic drawings showing the 2D parasternal long-axis view of the heart and M-mode tracing at the levels of the papillary
muscles (A), the mitral valve tips (B), and the aortic valve (C). Abbreviations: AML, anterior mitral valve; PMV, posterior mitral
valve; PEP, pre-ejection period; ET, ejection time; Ao, aorta.
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2= 2, RISK PREDICTION [
[
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— e ot A

NUMERICAL  MEASUREMENT Al | "
NEED TO BE DONE IN A SHORT approaches THE AUTOMATION OF
TIVE emcosen o MEASUREMENT AND NUMERICAL
' i CALCULATION WILL MAKE THE
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. NEE 1 \EORMATION.

FIG 5. AUTOMATED MEASUREMENT WITH Al APPROACH TO REDUCE THE BURDEN ON PEDIATRICIANS
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PURPOSE —CALCULATE LVEF

THE DEEP-LEARNING NETWORK FOR 1. EDGE DETECTION
EDGE DETECTION AND

QUANTITATIVE ANALYSIS OF
PEDIATRIC ECHOCARDIOGRAPHY 3. RISK PREDICTION

2. QUANTITATIVE ANALYSIS

— 4

Ts = Volume
overload
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3. FUNDUS PHOTOGRAPH-BASED DEEP LEARNING ALGORITHMS IN
DETECTING DIABETIC RETINOPATHY

A s Py o0 (00

e g A D B VI e e WITR b WP I s b e S e BV 00 Wy g d - B i § s g




55 UNIVERSITY OF
4P CAMBRIDGE

PURPOSE

MANCHESTER

he University
Manchester

rrrrrrrrr r=1r=1r=1r-1
f m 1 I I I| | 1 i 11 11 1
ERBBER. T R
I_|I__||_ | Ltk
_____ \ B = nvolus
'/ﬁ:ﬁlﬁl o i /_,,, f'/ ,«@1\‘ EE Average P
ka \ (@I E& V"\ = Max Pool
1 ae— —- —&— F\ - ﬁ Bl Concat
______ ‘-EI@. : L] opout
Softmax L:
L / Ily Col

Inception Modules

DFEEP-LEFARNING INETWORK

i |
_ =04 e l
Y 3 e .
> P S~ !
ey . n @

== The
b ~~% University

P Sheffield.

GOAL : ACCURATELY DETECT DIABETIC RETINOPATHY BY Al APPROACH
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4. GLAUCOMA DETECTION BY Al

GLAUCOMA IS OFTEN DESCRIBED AS A CONDITION OF HIGH INTRAOCULAR
PRESSURE (IOP), OR PRESSURE INSIDE THE EYE, LEADING TO DAMAGE OF
THE OPTIC NERVE. HOWEVER, SOME CASES OF GLAUCOMA ARE NORMAL-
TENSION GLAUCOMA (NTG), WITH NORMAL LEVELS OF PRESSURE ON THE
OPTIC NERVE. TREATMENT OF GLAUCOMA INVOLVE MEDICATION, SURGERY,
OR A COMBINATION.

Development of Glaucoma

sclera

o = sclera a
ciliary muscle - = ciliary muscle
retina - - retina
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cornea

—— optic nerve —— optic nerve
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Healthy Eye Eye with Glaucoma
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GOAL : ACCURATELY DETECT GLAUCOMA BY DEEP LEARNING

Transfermation

Stream
Ensemble

Screening
Result

(Input Fundus Image )
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5. ANALYSIS OF THE SEVERITY OF SLEEP APNEA BASED ON PSG
PHYSIOLOGICAL PARAMETERS (BY EEG)
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Sleep Apnea Detection based on EEG
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Conclusion

Ultimately Strong AI !!
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